Report on Attention Please!

1 What is the question? Yuet Lyu (D10323010)

How does the manipulation of attention towards an item affects the Decision Maker (DM)’s demand?

o Compared with the baseline strategy, How will the attention allocated differently with the manipu-
lated strategy where the target item is focused in the initial period?
o How will the different attention allocations affect DM’s demands?
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2 Why should we care?
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3 What is the author’ s answer?

e Manipulation of attention increases demand and decreases the time to decision in favor of the target

item, even if the target item is worse than the other items and the outside option.
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4 How did the author get there?

Different from past literature, this paper identifies a mechanism through which grabbing attention
increases demand without influencing preferences or changing the information available to the DM:
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4.1 Assumptions
1. Stationary & independence of irrelevant alternatives (I1A):
e Allow the learning about the target item to be independent of the learning among the remaining
items so that the model could reduce the problem to one with two items.
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2. Presence of an outside option:
e Ensure DM’s stopping rule to be a form of satisficing behavior.
o Without outside option, the DM could choose by a process of elimination rather than approval,
and choose the last remaining item with little knowledge of its value.
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4.2 Model: Setting
In each period t =0, 1,-- -, a decision-maker (DM):
o faces two items j € {1,2}, with values v/ € {—1,1} (FJRERMFFIm, BIERE M)
o focus on one item ¢, € {1,2}, and see a signal x; € {—1,1} about value about u;
— Pr(z; = 1jv*"* =1) = A = Pr(xy = —1|v** = —1) where A > 1/2.
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Then, we write down the log-likelihood ratio (LLR) p! comparing v/ = 1 to v/ = —1, after adding up all

signals from period 1 to period t:
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And mapping the log-likelihood ratio pair p = (p;,p?) to the final choice, one of the two items{1,2}, as

our attention strategy, o : R? — {1,2}, which specifies focus t; = a(p;).
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4.3 Model: Manipulation of Attention

This paper compares baseline strategy B with a manipulated strategy p constructed from 5.

1 ift =0,
pu(p,t) =
B(p) ift>0.
And denote cumulative focus on item 1 as k, = |{s <t : B(ps) = 1}| and ky = |{s <t : u(ps) = 1}|.
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Then we have the Proposition 1: For each ¢ > 1 and all pairs of values v, k (weakly) first-order
stochastically dominates k.
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4.4 Model: From Attention to Demand
1. One-shot choice:
« DM uses satisficing rules/j{y & B 7] g (Thresholds: p < 0 < p)
— Chooses j when collected enough evidence that j is of high value, with stopping regions
Fi={p:p >p}. (R )
— Chooses neither (chooses the outside option) when collected enough evidence that both
items are of low value, with stopping regions F°° = {p : p? < pforj =1,2}. (K2, HT. )
o Learning stops in period 7 = min{t : p; € F'}, 77 = 7 if item j is chosen and 77 = oo otherwise.
e Define interim demand as the probability that the DM stops and choose j with values v:

(P is the joint stochastic process of LLRs and focus of attention)
Di(v;a) = PX(ps € FV) 2)
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Then we have the Proposition 2: Suppose that the baseline attention strategy [ is non-wasteful.
For all pairs of values v € {0, 1}?, manipulating attention toward item 1 in the first period:
o (weakly) increases the demand for item 1 and decreases the demand for item 2:
D'(v;p) > D'(v; B); D*(v; p) < D*(v; B);
o accelerates the choice of item 1 and decelerates the choice of item 2: 71(3) first-order stochas-
tically dominates 7'(u) and 72(u) first-order stochastically dominates 72(53).
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2. Repeated choice:

Manipulation of attention affects choices in bandit problems similar to the one-shot case.



4.5 Model: extension to general
This paper then extends the setting to allow for more than two items, general signal structures

and stochastic attention strategies. Then, they have Proposition 3 generalizing Proposition 1 and
Proposition 4 generalizing Proposition 2 where the intuition is similar to the previous model.

Then, this paper drives Theorem 1 (Attention Theorem) with coupling construction in Section
4, and also provides a counterexample of Proposition 4 when the attention strategy does not satisfy
ITA. Also, they provide the fastest strategy in Section 4.3. In addition, this paper also describes the
choice by elimination and approval when there is no outside option in Section 4.4 and explains the general
multi-armed bandits problem in Section 5.

Notably, Proposition 7 conclude the manipulation effect e’(p) in a general case:

The manipulation effect e’(p) is

e positive (i.e., nonzero) whenever manipulation affects attention (i.e. when p* < p=%),

o decreasing in p~¢ on {p'[+],--- ,D},

increasing in p* on {p,p[+],--- ,p~*[-]},

nonvanishing as p — 0 and p — 1 (in the region where the effect is positive).
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5 What are your comments or thoughts?

It is beautiful but really complicated!!! I spent so much time reading this paper, but I still did not
get all the author’ s information.

My interests lie in experimental economics, so I was thinking maybe we could test this theory paper
in the lab. Through the eye-tracker, we can track the attention of subjects and verify both the result and

the mechanism of attention manipulation.

6 Notation Table

J items

v value of items

Lt focused items in ¢-period

T signals in t*"-period

A the probability that the signal equals value

p{ log-likelihood ratio comparing v; = 1 to v; = —1
given signals from the beginning to period t.

Pt pair (pi, p?) in t*-period

a() attention strategy functions

B baseline attention strategy functions

1 manipulated attention strategy functions

ko (Kt cumulative focus on item 1 under 3(u)

PP lower and upper thresholds

Fi stop regions of p: choosing j

Fee stop regions of p: choosing the outside option

T, Tj period when learning stops, when choosing item j

Py the joint stochastic process of LLRs and focus

Di(v;a) interim demand

e'(p) manipulation effect
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